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	 ABSTRACT

Purpose: To propose corporate digital responsibility as a new area of 
interest for social accountability in the contexts of technologies that are 
part of the 4.0 industries. 
Originality/value: In this regard, it was found that there is not enough 
theoretical and legal foundation that allows different types of organiza-
tions to face the implications of the adoption of new technologies. 
Therefore, essential foundations and considerations are raised for the 
development of corporate digital responsibility. 
Design/methodology/approach: The document presents a hermeneutical 
investigation based on a systemic literature review within the frame-
work of two investigations. The first addressed the relevance of creating 
a new subject for traditional social responsibility in digital contexts, and 
the second demonstrated the epistemological need for social responsi-
bility in technologies. 
Findings: Firstly, the fact that new technologies pose a social risk makes 
them a subject of social responsibility study. Secondly, the absence of 
regulations on industry 4.0 and the unpredictability of the advancement 
of technologies is not a limitation for creating a scenario of corporate 
digital responsibility. To conclude, the development of social responsi-
bility in digital contexts is possible and necessary. However, we must be 
attentive to the variables of social risk that may arise with each new 
technology. Therefore, a constant review of the foundations and bases of 
corporate digital responsibility is needed. 

	 KEYWORDS

Social risk. Corporate social responsibility. Industries 4.0. Digital trans-
formation. Artificial intelligence.
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	 1.	 INTRODUCTION

The adoption of technologies in all social contexts brings new opportu-
nities, ways of working, communication mechanisms and transforms how 
some daily activities are carried out. Technology has become a factor that 
must be considered by both individuals and organizations, private and state. 
However, it can also have the opposite effect. For example, job insecurity 
and unemployment, communication problems, or excess of social interaction.

This duality of technology in different social contexts encourages debates 
about its use, relevance, and the relationship between it and man in society. 
In the case of organizations, one of the phenomena with the greatest impact 
is the appearance of artificial types of intelligence that manipulate and trans-
mit users’ information. There is a marked debate about the displacement of 
the labor force; the generation, storage, and transmission of data; and the 
implications that all this entails. 

Some authors propose as a solution the implementation of ethical guide-
lines and social responsibility policies as a mechanism to reduce the exter-
nalities of technological implementation, especially those related to indus-
tries 4.0 (Lobschat et al., 2019; Londoño-Cardozo, 2020). In general, there 
are two positions regarding the implementation of social responsibility  
policies or the creation of an ethical framework for digital contexts. The first 
is about creating a Digital Social Responsibility parallel to traditional social 
responsibility. The second proposes that digital contexts be understood as a 
new subject or scope for traditional social responsibility. Currently, there is 
no consensus on what should be the best way to address corporate social 
responsibility (CSR) concerning technology. The lack of consensus is a 
problem since technology is at the mercy of individual values that do not 
necessarily seek social sustainability. 

For all the above, this document provides theoretical and legal argu-
ments that identify the relevance of the second position of application of 
social responsibility in digital contexts over the first one. This does not 
ignore that recognizing the digital as a new application of social responsi
bility poses some challenges that must be overcome; among them, the proper 
use of new devices in organizations and their responsibility for action. 

The document is ordered as follows. In the first place, methodological 
support is presented. This was, especially, a systemic literature review 
focused on a hermeneutical analysis of information sources. Second, the 
fundamentals of traditional CSR are presented. Its principles and subjects of 
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application are addressed in this section. The implementation of what Tello-
Castrillón called fundamental CSR (2018b) is defended. Third, industry 4.0 
appears and the need for its regulation through social responsibility policies 
is highlighted. This section begins with a description of technological evolu-
tion based on the works of del Val Román (2016a, 2016b), Maisiri et al. 
(2019), Melnyk et al. (2019), Vaidya et al. (2018), and Xu et al. (2018). 
Then, the technologies that are part of Industries 4.0 are listed. To finish 
this section, based on the work of Kemisch (20211) and Kasperson et al. 
(1988), the epistemological need for social interest for digital is justified. 

Fourth, corporate digital responsibility (CDR) is proposed as a new sub-
ject or context of interest for CSR. In this section, some epistemological and 
ontological considerations for its implementation are presented. The 
approach to technologies of the industry 4.0 is analyzed, the new groups 
interested in digital are listed, and some application cases are shown. Finally, 
some conclusions are raised.

	 2.	METHODOLOGY

This document reports qualitative research results, given that this type 
of research is used, to a greater extent, to “understand a social situation as a 
whole, taking into account its properties and dynamics” (Bernal Torres, 2010, 
p. 60). Additionally, qualitative research “is capable of handling paradoxes, 
uncertainties, ethical dilemmas and ambiguities” (Hernández Sampieri, 
Fernández Collado, & Baptista Lucio, 2014, p. 10) and focuses on an inter-
pretive perspective of the actions of human beings and of the institutions 
that they create. 

To fulfill its function, one of the main tools of this type of research is 
hermeneutics, since “in the research process questions are usually produced 
before, during or after data collection and analysis” (Hernández Sampieri & 
Mendoza Torres, 2018, p. 8). In this sense, this document is the result of a 
hermeneutical analysis of documentary sources to discuss the results of this 
process. 

In general, a systemic literature review was used based on what was 
stated by Chicaíza-Becerra, Riaño Casallas, Rojas-Berrio, and Garzón Santos 
(2017). In this sense, the review had three stages: 1. Exploratory, 2. an in-
depth search in the selected databases, and 3. the analysis and discussion of 
the information.
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2.1	 Information sources

All the sources consulted were secondary. In essence, scientific articles, 
books and book chapters of research results, scientific or technical reports, 
graduate theses, and working documents available in academic and govern-
mental databases were reviewed. The guidelines of García Molina & Chicaíza 
Becerra (2011) were followed regarding the recommended documents for 
systemic literature reviews, from now on referred to as systemic literature 
reviews (SLR), in economic and social sciences.

2.2	 Stages of systemic literature review

The first stage of the systemic review consisted of exploration. Here, a 
first review was made in the databases to identify search criteria for infor-
mation in different languages. Based on these criteria, the in-depth search 
was continued. 

At this stage, a search was carried out for sources in databases such as 
Scopus, ScienceDirect, Latindex, Econlib, and institutional repositories 
from different universities. In general, the search equation comprised the 
keywords listed in Figure 2.2.1.

Figure 2.2.1

INFORMATION SEARCH CRITERIA

Keyword Period Language

Trabajo contingente
Digitalización
Transformación digital
Plataformas digitales
Protección de datos
Contingent work
Shadow workforce
Platform economy
Digital platforms
Responsabilidad social digital
Digital corporate responsibility
Ética de la tecnologia
Moral en la tecnologia
Inteligencia artificial

2000-2019 Spanish, English, French

Source: Elaborated by the authors.
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Based on these criteria, different documents were found that were syn-
thesized in reading matrices and grouped by categories as part of the third 
phase of the SLR. The documents that defined or exposed a need to imple-
ment social responsibility criteria in technology were grouped into the same 
category, those that laid the basis for discussion in another one, and the 
related theoretical documents such as technology, moral and ethical issues 
in the third one. In general, little theoretical approach was found about the 
relationship between technology and social responsibility.

	 3.	TRADITIONAL CORPORATE SOCIAL RESPONSIBILITY

Traditional CSR has an interest in different matters or aspects of society 
and organizations. These approaches, in general, are transversal to all the 
activity of these social entities and, therefore, it becomes an inalienable 
component of their strategies. In this sense, this section will make a brief 
presentation of the fundamentals of traditional CSR. 

3.1	 Fundamentals of corporate social responsibility

Some authors consider that social responsibility is directed towards  
creating value for the organizations’ shareholders (Friedman, 1970). Despite 
this, the theoretical development went beyond this position and reached the 
relationship between social responsibility and sustainable development 
(Tello-Castrillón, 2018b; Tello-Castrillón & Londoño-Cardozo, 2020; Tello-
Castrillón & Rodríguez Córdoba, 2014).

To reach such relationship, it was considered that social responsibility  
is limited to morality immersed in organizational ethics (Aßländer, 2011; 
Enderle, 2010; Ungericht & Hirt, 2010) and, therefore, must seek a balance 
between the organizational needs and the social ones. The path to this  
goal is creating a code of conduct or what is known as sustainability policies  
(Perrone, Engelman, & Reppold, 2014). The foregoing consolidates tradi-
tional CSR as a transversal activity to all organizational action (Jenkins, 
2009; Tello-Castrillón, 2021b; Tello-Castrillón & Londoño-Cardozo, 2020; 
Tello-Castrillón & Rodríguez Córdoba, 2014), of voluntary origin (Jenkins, 
2009; Tello-Castrillón & Rodríguez Córdoba, 2014, 2016) and in harmony 
with stakeholders (Lozano Correa, 2017; Olivero Arias, Morales Vergara, & 
Alvarado Márquez, 2017; Tello-Castrillón & Londoño-Cardozo, 2020; Tello-
Castrillón & Rodríguez Córdoba, 2014; Volpentesta, 2015, 2017). Based on 
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this theoretical support, Tello-Castrillón proposed two ways to understand 
traditional CSR (see Figure 3.1.1). 

Figure 3.1.1

WAYS TO UNDERSTAND CSR

Ways to understand CSR

Fundamental CSR

Instrumental CSR

The organization is  
recognized as a social actor

Organizations do not punish 
their financial statements 

with externalities

Source: Elaborated by the authors based on Tello-Castrillón (2018b, 2021a, 2021b).

Generally, organizations that decide to apply instrumental CSR policies 
take advantage of government figures that allow them to lower the taxes 
imposed on them or to access to public subsidies, among others (Tello-
Castrillón, 2018b, 2021a). In contrast, organizations that decide to apply 
CSR to all of their business and charge these costs in their financial state-
ments practice fundamental CSR. This is the way it should be considered in 
all organizations. 

CSR policies must take into account the principles initially raised from 
the International Organization for Standardization (ISO) in a transversal 
way, that is, fundamental CSR. Likewise, its field of action is focused on the 
subjects or application scenarios of CSR in organizations (Tello-Castrillón & 
Londoño-Cardozo, 2020) (see Figure 3.1.2). In general, these are closely 
related to the functional areas of the organization.

Top management plays a leading role in the promulgation of CSR poli-
cies and general actions of the organization. This grounds that governance, 
or corporate governance, is considered as one of the main subjects of study 
of CSR (de Fréminville, 2020; Sosa Cardona, Tello-Castrillón, & Pineda 
Henao, 2020; Tello-Castrillón, 2014, 2021a, 2021b; Tello-Castrillón,  
Rodríguez Córdoba, & Varela Barrios, 2013). The key for an organization to 
assume socially responsible attitudes is in corporate governance with ethi-
cal, fair, and inclusive guidelines (Fréminville, 2020; Elkington, 1998, 2004).
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Figure 3.1.2

SUBJECTS OF INTEREST OF THE TRADITIONAL CSR

Consumer  
affairs

Labor  
practices

Community 
development

Fair operating 
practices

Subjects of interest  
of the traditional  

CSR

Governance

Environment

Source: Elaborated by the authors based on Tello-Castrillón & Londoño-Cardozo (2020).

Another interest is the organization’s internal and external work practices. 
In general, this is one of the aspects that organizations least take into account 
when formulating their CSR policies, since they consider that meeting the 
minimum requirements of the law has CSR. Concatenated to this, the fol-
lowing subject appears: fair operating practices with a special relationship 
with labor practices and stakeholders (Tello-Castrillón & Londoño-Cardozo, 
2020; The Global Compact, 2000).

Regarding the environment, the actions of the organizations should be 
directed towards the compensation of the environmental impact of their 
operations and towards its mitigation. This matter is totally related to the 
sustainability of the planet (Tello-Castrillón & Londoño-Cardozo, 2020). 
Similarly, the environment is related to the development of the community. 
Here, emphasis should be placed on the retribution and care of the organiza-
tion’s community (Tello-Castrillón & Londoño-Cardozo, 2020). For this 
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purpose, people’s culture and sociocultural characteristics must be identi-
fied and respected with the intention of minimizing intervention in social 
identity (Elkington, 1998, 2004). 

From the hand of the community and the environment, there is an interest 
in consumer affairs from which sustainable marketing strategies are pro-
moted, the promotion of reusable goods or without programmed obsoles-
cence (ISO, 2010; Tello-Castrillón & Londoño-Cardozo, 2020).

	 4.	 INDUSTRY 4.0 

In order to understand the functioning of contemporary technology, it is 
necessary to review the different industrial revolutions and technological 
cycles (see 4.1). In general, digitization is considered to be the most obvious 
manifestation of the Fourth Industrial Revolution. 

The digital age is known colloquially as industry 4.0 (Maisiri, Darwish, 
& Dyk, 2019; Vaidya, Ambad, & Bhosle, 2018; Xu, David, & Kim, 2018). 
However, some authors call this same technological phenomenon as industry 
5.0 (Melnyk et al., 2019; Skobelev & Borovik, 2017). The difference between 
both concepts is the evolution from the emergence and development of 
technology and the beginning of its use, industry 4.0 (Al Faruqi, 2019;  
Skobelev & Borovik, 2017), until its full adoption by society, industry 5.0  
or digital society (Al Faruqi, 2019; Özdemir & Hekim, 2018; Skobelev & 
Borovik, 2017). Despite this, this document does not intend to deepen into 
this debate, since the fundamentals that are discussed are valid in both 
industry 4.0 and 5.0. Therefore, industry 4.0 will be used, given its greater 
acceptance today. 

Industry 4.0 is characterized by being mainly composed of a group of 
technologies. These are: 1. cloud services, 2. mobility, 3. advanced and col-
laborative robotics, 4. 3D printing, 5. social platforms, 6. big data, and 7. 
machine to machine (Val Román, 2016a, 2016b). In general, these technolo-
gies can be considered cyber-physical systems, since they provide objects or 
physical components with computing capabilities and, in many cases, with 
artificial intelligence (AI), hereinafter AI (Sanz Pereda, 2018).

The man-machine relationship is closer with each of the technological 
revolutions (Pérez de Paz, 2016). The new creations interfere in matters of 
interest of the CSR either as transmitters of information, in the case of big 
data, or as agents, in the case of advanced robotics.
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Figure 4.1

INDUSTRIAL REVOLUTIONS AND THEIR CHARACTERISTICS

1 2 3 4

Industrial revolutions

1760-1840
• Steam machine
• Coal as a fuel

• Rail expansion

1890-1920
• Internal combustion engine

• Mass production
• Electric motors 
• Assembly line

1970-1999
• Automation
• Electronics

• Semiconductors
• Personal computers

• The Internet

2000-onwards 
• Big data

• Social platforms
• Machine to machine (M2M)

• Cloud services
• Mobility

• Advanced and collaborative robotics
• 3D print

Source: Elaborated by the authors based on Val Román (2016a, 2016b), Maisiri et al. (2019),  
Melnyk et al. (2019), Vaidya et al. (2018), and Xu et al. (2018).

4.1	 The need for CSR in digitization

Kermisch (2011) and Kasperson et al. (1988) considered that there are 
two types of risks: classic and social. The classic risks are quantifiable  
damages; the hazard prevention procedure is based on scientific and techni-
cal procedures. They are usually found in disaster prevention cases where 
nature is the cause of the hazards. For Kasperson et al. (1988), social risks 
are those in which psychological, social, institutional, and cultural processes 
can amplify or attenuate the perception of the level of disaster (1988). These 
appear with technological innovations, such is the case with AI.

The social as a new sphere of risk offers two implications: 1. the risk as 
a characteristic of technical society and 2. the demand for social responsi
bility for its technological creations. Ulrich Beck (2002) and Giddens (1998) 
called today’s society a risk society: “the idea of modern risk only manifest 
itself in future-oriented societies animated by a desire for control, more par-
ticularly that of controlling a future conceived as a territory to be colonized” 
(Kermisch, 2011, p. 22). This is, in fact, the state of today’s society, always 
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looking for and creating new devices that guarantee the desired future. For 
example, it is currently common for each person to carry a smartphone with 
them or to have a laptop or a tablet (Molina García, 2011; Navarro Güere, 
2011). These devices facilitate people’s work and allow connectivity to the 
internet from almost anywhere in the world. Their versatility facilitates 
communication, work, and leisure for people and makes them inherent tools 
in the work of organizations. Mobile devices are the main instrument for 
generating and consulting information. They connect to the cloud, facilitate 
the emergence of social platforms and serve as geolocation tools. This tech-
nology facilitates direct communication between one machine and another, 
without human intervention, or Machine to Machine (M2M) (Weyrich, 
Schmidt, & Ebert, 2014).

Now, more than ever, the risk is developed in industry 4.0 and 5.0 tech-
nologies. As Rohrmann & Renn (2000, p. 14) pointed out: “Risk can be 
understood as the possibility that human actions, situations or events may 
occur. They lead to consequences that affect what people value”. An organi-
zation in constant technological innovation to conquer the future cannot 
lose sight of the values that form the basis of the future that it wants to 
build. Otherwise, the social horizon of the organizations is lost. Therefore, 
the cost-benefit problem in technology goes beyond the episteme and 
becomes a social problem (Pérez de Paz, 2020). That is, when technologies 
are seen as a threat to society’s values such as freedom, security, peace, com-
mon interest, respect, it goes from the epistemological to the social level. 
Thus, technologies 4.0 and 5.0 are a matter of epistemology and society. 

Therefore, it can be said that, if a way is found to protect these values, 
the social part that involves technological risk would be covered. This is where 
social responsibility comes in, and its misión is to protect social values from 
technological risks. Risk is a concept that buries men’s awareness of their 
own actions. Therefore, men must act to avoid catastrophes beyond the cal-
culation of probability and not leave everything in the hands of the self-
regulation of science and technology. 

	 5.	THE NEW SUBJECT OF CORPORATE SOCIAL 
RESPONSIBILITY

[CSR] is the set of shared values and norms guiding an organization’s 
operations concerning digital technology and data creation and opera-
tion. It requires tech companies, individual developers and designers, 
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and any corporate actor employing digital technologies or data pro-
cessing to be aware that the code they produce or deploy and the data 
they collect and process inherently create an ethical responsibility for 
them (Lobschat et al., 2019, p. 3).

There is no precedent for the power that digitization, data analysis, 
algorithms, and artificial intelligence bring to data managers, organizations, 
and people. This creates ethical problems that must be solved as quickly and 
independently as possible. By applying the arguments of Rincón Orozco 
(2020) in this discussion, questions can be raised, such as: 

•	 What is morally correct with data and digital information? 
•	 How should information managers act in organizations? 

Next, the existence of legal antecedents that allow building a social 
responsibility focused on digital will be reviewed.

In science fiction, there are several proposed laws of AI. Among them, 
the most famous are the laws of robotics by Asimov (2017). However, these 
laws are neither legislative nor regulatory of AI, as they do not belong to any 
current legislation. According to the United Nations Interregional Crime and 
Justice Research Institute – Unicri (2020) AI strategic document schedule, 
planning for AI legislation and regulation begins in 2016 (Figure 5.1).

Figure 5.1

TIMELINE OF THE YEAR IN WHICH COUNTRIES BEGAN  
TO TAKE AI CONSIDERATIONS

2016 2017 2018 2019 2020

USA

South Korea

China

Canada

Japan

Arab Emirates

Finland

European Union

Mexico

United Kingdom

Sweden

India

Argentina

Bolivia

Colombia

Australia

Chile

Iceland

Source: Elaborated by the authors based on Unicri (2020).

Figure 5.1 shows the existence of an interest in legislating on AI.  
However, the current state of the laws can be found in the Worldwide AI 
Laws and Regulations (Cognilytica, 2020) (see Figure 5.2). Regarding this 
report, emphasis will be placed on two sections: 1. AI ethics and bias and  
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2. malicious AI. The first section portrays ethics and politics in the field of 
AI; the second section allows to contextualize AI in a scenario of danger for 
organizations. The AI ethics and bias section results show a world not very 
interested in the regulation of artificial intelligence. Only 4% of the coun-
tries or regions discuss this issue. As for the malicious AI section, the out-
look is even less encouraging. No country or region regulates or discusses 
the possible appearance of an AI that can be used maliciously in organiza-
tions. These data can be confirmed with the current state of the debate on 
the subject in the Organisation for Economic Co-operation and Develop-
ment (OECD) and the European Parliament. 

Figure 5.2

REGULATION OF THE CURRENT STATE OF AI
Countries/regions

250

200

150

100

50

0
Ethical Al and bias Malicious Al General Al AI capable of making decisions

  Restrictive laws      In discussion      No regulation

Source: Elaborated by the authors based on Cognilytica (2020).

On May 22, 2019, 42 countries adopted the OECD Intergovernmental 
Guiding Principles on artificial intelligence, including the top three AI patent 
producers: Japan, United Kingdom, and United States (OECD, 2021). The 
proposed guidelines include five principles for the responsible deployment 
of reliable AI and five recommendations for public policies and international 
cooperation (figures 5.3 and 5.4).
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Figure 5.3

FIVE VALUE-BASED PRINCIPLES FOR RESPONSIBLE  
DEPLOYMENT OF RELIABLE AI

Source: OECD (2021).

The problem with the OECD is that it is only a group of consultants 
(Pérez de Paz, 2020). That is, this Council helps governments to design 
their national legislation, but it does not legislate itself. Therefore, these 
guidelines are not legally binding, and it is up to each member country to 
include them or not in their legislation. The OECD is a “parallel legislation” 
(Pérez de Paz, 2020, p. 66). This case is very similar to what happened – and 
continues to happen – with nuclear weapons agreements, in which each 
country, at its convenience, adopts or rejects legislative proposals presented 
by international consultative bodies. A significant case is the first attempt to 
legislate on the nuclear bomb. The Soviet Union, not convinced of the legal 
parameters, did not adhere to the established recommendations and manu-
factured the H-bomb.
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Figure 5.4

RECOMMENDATIONS FOR PUBLIC POLICIES AND  
INTERNATIONAL COOPERATION

Facilitate public and private investments 
in research and development that 
stimulate innovation in reliable AI.

Promote accessible IA ecosystems with 
digital infraestructure, technologies,  
and mechanisms to share data and  

knowledge. 

Develop a policy environment that paves 
the way for the implementation of  

reliable artificial intelligence systems.

Train people with artificial intelligence 
skills and support workers to ensure a  

just transition.

Cooperate in the exchange of information 
between countries and sectores,  

develop standards and ensure  
responsible management of AI.

Source: OECD (2021).
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The European Parliament governs the member countries of the European 
Union. Among them are 5 of the top 10 AI patent producers: Germany,  
Denmark, Spain, Sweden, and Austria. There are currently six registered 
legislative processes on artificial intelligence (Figure 5.5). 

Figure 5.5

LEGISLATIVE PROCESSES REGISTERED IN THE  
EUROPEAN PARLIAMENT ON AI

1. Intellectual property rights for the development of artificial intelligence technologies.

2. Framework of ethical aspects of AI, robotics and related technologies.

3. Civil liability regime for AI. 

4. Artificial intelligence in education, culture and the audiovisual sector. 

5. Artificial intelligence in criminal law and its use by the police and judicial 
authorities in criminal matters.

6. Civil law rules on robotics. 

Fonte: Elaborated by the authors.

The current status of processes 1 to 5 is: pending committee decision. 
Among these processes, it is interesting to note that the framework of ethi-
cal aspects of artificial intelligence has been pending since 2012; and the 
civil liability regime for AI since 2014. Civil law norms in robotics are, to 
date, the only approved process. The votation took place in 2017, according 
to the text adopted by the Parliament (Pérez de Paz, 2020). Contrary to what 
its title might suggest, the objective of process 6 is not to establish specific 
laws on the creation of robots with AI but to insist on the need for an ethical 
framework based on the principles of beneficence, autonomy, and justice. 

The Parliament intends to establish a code for the development, design, 
production, use, and modification of robots. However, what is has really 
achieved so far is recommending that researchers and designers act respon-
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sibly and take into account respect for people’s dignity, privacy, and safety 
(Pérez de Paz, 2020). Therefore, to date, there is no official legislation of the 
European Parliament on the ethical framework of artificial intelligence or on 
the rules for its operation. Despite this, there is a regulatory framework – 
2013/2682 (RSP) (Parlamento Europeo, 2013) – for collecting and using 
personal data in technological means that falls short by not regulating AI. 

Data and information are the main inputs of today’s society. However, 
in the absence of regulation for the media that use this information, fear 
may be generated about the use that can be given to it, legally or illegally. 
Organizations of all kinds and individuals must use technologies within a 
regulatory framework based on ethics and morals. The fact that there are no 
laws does not mean that traditional CSR does not evolve before the changes 
that organizations are undergoing due to the technologies of the industry 4.0. 
On the contrary, the absence of these regulations makes it possible to identify 
the need for a new form of responsibility in organizations. It is about CDR.

5.1	 Epistemological and ontological considerations for CDR

In this section, CDR is proposed as a new application scenario for tradi-
tional CSR. However, some authors considered that their studies and 
approaches should be given separately. Therefore, the main discussions 
about the epistemological and ontological support of the CDR are presented 
here. Additionally, the authors’ position regarding its status is proposed.

It should be noted that, to begin with, the technological frameworks on 
which the CDR should be used are industries 4.0 and all the technologies 
that cover it, especially those related to the generation, storage, and use of 
data. Similarly, this technological scenario leads to the emergence of new 
interest groups for the CDR: digital actors. All of this forms the areas of 
application for this new subject of Social Responsibility. The main positions 
on the subject are presented below. 

The first position revolves around the separation between responsibility 
in digitization and traditional CSR. In this regard, Lobschat et al. (2019) 
considered this separation into three elements: 1. technological develop-
ments are presented exponentially; 2. ethical concerns must understand the 
malleability of digital technologies; and 3. the need to address these prob-
lems comes from the omnipresence of digital technologies in all aspects of 
people and organizations. 

In the case of the former element, the speed with which technology 
evolves must be taken into account, and the possibility of more disruptive 
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technologies appearing must be anticipated. For the second one, it is neces-
sary to identify that digital technologies can be shaped for different uses 
(Richter & Riemer, 2013). Therefore, the intentions with which they were 
created can be modified and allow the appearance of phenomena such as 
fake news, information manipulation, user spying, among many others 
(Aparicio, 2002; Fazio, 2020; Shu, Sliva, Wang, Tang, & Liu, 2017; Vosoughi, 
Roy, & Aral, 2018). In the third one, there is evidence of an impossibility of 
executing daily activities in organizations without direct or indirect techno-
logical dependence. 

The second position, which is the one held in this document, addresses 
CDR as a new subject of the traditional CSR. Digital contexts cannot be 
treated apart from the traditional ones as the organizations and people that 
make up society have adopted digital technology as part of their lives. Cur-
rently, there is no everyday aspect devoid of technological intervention. 
Therefore, proposing a new form of responsibility circumscribed only to the 
technological context leaves a void with respect to the total of activities car-
ried out by people and organizations.

However, although technology is the channel and the instrument, social 
activities do not focus solely on the technological factor. Decision-making is 
autonomous through AI or carried out by a person based on information, 
affecting directly or collaterally other people and actors. This factor alone 
justifies the integration of the CDR as an additional component of the tradi-
tional SR and not as a proposal that replaces it or coexists with it. This is 
how it is proposed that CSR is a new subject or scope of application for 
traditional CSR (Londoño-Cardozo, 2020). Its application must be transver-
sal and consider the technological factors, the new interested groups, and 
the new social, corporate, and labor figures that arise.

5.2	 Industry 4.0 seen from the CDR

Currently, the information is tailored to individuals and organizations 
(Balladares, 2017). This makes it susceptible for manipulations to be in sync 
with the needs of users, the configuration of tastes, trends, and ways of 
thinking. Technology allows people to access information that they consider 
relevant an are in accordance with their preferences. However, AI experts 
have denounced a possible adulteration of the data that inhibits the infor-
mation that the person acquires. With this, they manipulate their taste  
and preferences and create false needs (Howard, 2020; Orlowski, 2020), 
which corrupts their decision-making capacity and criteria and eliminates 
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the possibility of having true critical thinking. The debate does not focus on 
quantity or quality of information but on how technology allows its attain-
ment and final use. 

Information is the main input of people and organizations for decision-
making and is one of the components of greatest interest to the CDR. For 
2015, an information production of 35 zettabytes (ZB) or 35 billion tera-
bytes was estimated for 2020 (Camargo-Vega, Camargo-Ortega, & Joyanes-
Aguilar, 2015), something possible thanks to the industry. However, given 
the health contingency experienced during much of the year 2020, it was 
necessary to transform many tasks that were done in a digital way. There-
fore, it is estimated that the amount of information currently generated is 
considerably higher than expected. This is one of the cases that the RDO 
must deal with. 

5.3	 CDR stakeholders

CDR, like traditional CSR, has stakeholder groups. Figure 5.3.1 shows 
that artificial and technological actors join the traditional stakeholders of 
CSR. In other words, in this context, AI, machines, and other algorithmic 
decision mechanisms must be considered. Another factor are the organiza-
tions, identified as: 1. entities that fight for their survival based on the ability 
to motivate social actors (Pfeffer, 2000) and their role as a meeting point of 
interest and objectives of different groups and individual interests (Méndez 
Picazo, 2005), which go beyond their interests (Tello-Castrillón, 2009);  
2. inalienable actors in the function of society (Tello-Castrillón, 2018a), 
which makes them a collective means for individual mobility by offering a 
structure for people’s actions (North, 1992, 2006); and 3. are primarily 
responsible for digital actions.

Additionally, the technology necessary for the operation and support of 
activities with digital help is used mostly by organizations. However, the 
role of individuals in its use, support, and creation cannot be ignored. In  
this context, people both in their role as part of organizations and in an  
individualized context, are actors responsible for using technology, data,  
and the information they manage. Regarding institutional actors, mention 
must be made of government entities, judicial powers, law enforcement 
agencies, and the national and international legal and constitutional frame-
work (Lobschat et al., 2019) that must also implement CDR policies in 
accordance with their action mechanisms.
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Figure 5.3.1

CDR STAKEHOLDERS

CDR 
stakeholders

Corporations

Agent 
technology

Persons Institutionality

Source: Elaborated by the authors based on Lobschat et al. (2019, p. 7) and Thelisson, Morin, and Rochel (2020).

5.4	 CDR application cases

In the beginning, social networks and digital platforms were used to 
allow organizations to communicate their CSR policies to interest groups 
(Alejos Góngora, 2014). However, as digital transformation permeated all 
aspects of society and organizations, the use of digital media went from 
being a channel of information communication to being a fundamental part 
of their activities. 

In general, three broad categories are identified to which the CDR 
should be applied. These are: 1. algorithms, AI, information that is trans-
mitted and shared, and data management; 2. the models of economic 
exchange resulting from digitization; and 3. the new organizational forms 
that emerge from it. 

Applying the principles of social responsibility to digital responsibility 
starts from the same source code of the software used in the devices. The 
less amount of code, the more efficient is processing and transmission of 
data, and the less is the amount of energy required (Serrano Mena, 2020). 
In the same sense, the CDR recommends programmers being careful when 
coding algorithms that they learn. 
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An example of the above is machine learning. This consists of the  
creation of algorithms that, based on their programming, could have some 
biases (Barbosa & Chen, 2019; Serrano Mena, 2020). That is, the algorithm 
learns that a person with a broom is exclusively dedicated to cleaning tasks. 
This bias could be problematic when applying, for example, selecting candi-
dates, awarding grants, assigning a scholarship, among others (Anderson & 
Anderson, 2011). The main examples of this are the algorithms for learning 
habits and personal suggestions of the main social platforms. 

Facebook, Instagram, Twitter, YouTube, Spotify, ResearchGate, among 
others are based on an algorithm that suggests to users data that it considers 
relevant to the person. The news section of social networks shows content 
related to your interests and interactions. Streaming platforms also contain 
an algorithm that, with each user’s action, suggest other content that it con-
siders related and according to your taste.

However, behind these suggestions, there may be other intentions that 
unconsciously permeate the user and intervene in “reality or in the universe 
of information they perceive” (Orlowski, 2020). That is, they skew the infor-
mation that the subjects see, thereby modifying his criteria. However, it 
should not be ignored that these suggestions benefit the user by saving time 
searching for content of his preference or allowing him to see what he thinks 
he likes. 

This dichotomy between what the users think they want or like and the 
portion of the information they actually perceive is widely debated today. 
This is considered to be the cause of political polarization, the growth of the 
anti-vaccine movement, and the flat-earthers, among others (Orlowski, 2020). 
Similarly, the debate about responsibility in digital platforms crosses the 
border of the information or content presented to users and extends itself to 
the information they consciously or unconsciously incorporate into them. 

People consciously input contact information, credit card numbers, 
among others on different platforms for specific purposes such as purchasing 
products or services or for the simple creation of a personal profile. Simi-
larly, most devices and platforms tend to capture information through cookies 
or trackers. Part of the debate to be solved by the CDR revolves around the 
location where this information is stored, the rights that must be assigned 
to it, or the use given to it. This is where advertising on platforms and mass 
advertising via mail, among other actions, fit. Groups interested in the infor-
mation must agree to use it only for the purposes permitted by the user. In 
the same way, they must make their use clauses more flexible in the sense 
of returning the users the rights of their information. 
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The foregoing raises the need to propose clear CDR policies in which 
the commitment of the service providers is real, that is, fundamental CSR. 
Although their business models or their socialization algorithms are the 
basis of their service, programmers and organizations must ensure that  
the information collected is used consistently. That is to say, that the privacy 
and the rights of the users are respected, that they do not disclose it to third 
parties and, mainly, that the information or content shown does not contain 
prejudice from the exposed bias.

	 6.	CONCLUSIONS

This article’s proposal is a necessary novelty for the current context and, 
therefore, it is pertinent to continue with the deepening of these issues. 
However, some aspects that can be highlighted were identified. In the first 
place, the challenge of technology for society and organizations; and,  
secondly, the consequences that this development entails for ethics and 
administration. 

Technologies immersed in industry 4.0 present new challenges for all 
social and organizational contexts. Implementing, without any type of social 
regulation, technologies such as AI in organizations is unwise, since it is a 
danger that transcends the quantitative conception of risk by threatening 
human values. This social risk must be resolved and, for this, its very  
concept sheds light on where a solution could be sought. A way must  
be sought to universalize an ethical view of technology since it involves a 
society and not a single individual. This is where CDR comes into play as  
a means of globalizing ethics in the form of laws applicable to all members 
of humanity. Therefore, efforts must be made to develop public policies that 
allow coexistence between technological developments and people in the 
form of fundamental social responsibility. 

The consequences of technology in organizations and the unpredicta
bility of technology make it difficult to intuit what kind of artifacts will be 
implemented in the future. Therefore, this becomes one of the limits of this 
proposal. This work was limited to information transmission technologies. 
In the case of the existence of agency or completely autonomous technolo-
gies, it would be necessary to expand the scope of the CDR and possibly the 
very concept of organization, topics that are proposed as an object of study 
for future works.
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A RESPONSABILIDADE DIGITAL ORGANIZACIONAL: 
FUNDAMENTOS E CONSIDERAÇÕES PARA SEU 
DESENVOLVIMENTO

	 RESUMO

Objetivo: Propor a responsabilidade digital organizacional como uma 
nova área de interesse da responsabilidade social nos contextos das tec-
nologias que fazem parte das indústrias 4.0. 
Originalidade/valor: Não existe suficiente base teórica e legal que permi-
ta às organizações de diferentes tipos enfrentar as implicações da adoção 
das novas tecnologias. Por conseguinte, apresentam-se fundamentos e 
considerações essenciais para o desenvolvimento da responsabilidade 
digital organizacional.
Design/metodologia/abordagem: Este artigo apresenta uma pesquisa 
hermenêutica baseada numa revisão sistêmica de literatura realizada na 
estrutura de duas pesquisas. A primeira abordou a discussão sobre a per-
tinência da criação de uma nova matéria para a responsabilidade social 
tradicional em contextos digitais, e a segunda demonstrou a neces- 
sidade epistemológica da responsabilidade social nas novas tecnologias.
Resultados: Em primeiro lugar, o fato de as novas tecnologias represen-
tarem supostamente um risco social faz que elas sejam assunto de estudo 
da responsabilidade social. Em segundo lugar, a ausência de regulamen-
tação vigente sobre a indústria 4.0 e a imprevisibilidade do avanço das 
tecnologias não são limites para a criação de um cenário de responsabi-
lidade digital organizacional. O desenvolvimento da responsabilidade 
social nos contextos digitais é possível e necessário. No entanto, é pre-
ciso estar atento às variáveis de risco social que possam surgir com cada 
nova tecnologia. Por conseguinte, é necessária uma revisão constante 
das bases e dos fundamentos da responsabilidade digital organizacional. 

	 PALAVRAS-CHAVE

Risco social. Responsabilidade social organizacional. Indústrias 4.0. 
Transformação digital. Inteligência artificial.
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